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Welcome to the Rest of Your Life!

Source: The Good Place
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The Normal Distribution

The normal distribution (also called the Gaussian distribution) is one of
the most important distributions in statistics

The normal distribution has unique properties that make it extraordinary:

the central limit theorem
the linear combination of normally distributed random variables is still
normal
it isn’t terrible to work with mathematically
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The Normal PDF

The PDF of the normal distribution is defined by two parameters:

µ is the mean and represents the “location”
σ2 is the variance and represents the “squared scale”, where σ2 > 0

The probability density function is

f (x) = 1
σ
√
2π

exp
(
− 1
2σ2 (x − µ)2

)
, −∞ < x <∞

From the PDF we could prove that E (X ) = µ and Var(X ) = σ2 for the
normal distribution

BIOS 6611 (CU Anschutz) The Normal Distribution Week 3 6 / 22



Normal Properties - I

The normal distribution is symmetric about µ (i.e., f (µ+ x) = f (µ− x)):
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Normal Properties - II

This symmetry also helps with some quick rules of thumb for probability:

P(µ− σ < X < µ+ σ) = 0.6827 (about 68% lies between ±1 s.d.)
P(µ− 2σ < X < µ+ 2σ) = 0.9545 (about 95% lies between ±2 s.d.)
P(µ− 3σ < X < µ+ 3σ) = 0.9973 (about 99.7% lies between ±3 s.d.)
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Normal Properties - III

The symmetry of the normal distribution also means that all three common
summaries of central tendency (i.e., the mean, median, and mode) are all
equal to µ

Quick Review:

mean: the (arithmetic) average of our sample
median: the middle value of our sample when arranged in order of
magnitude (i.e., smallest to largest)
mode: the most frequent value of our sample (i.e., the peak of the
PDF)
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The PDF Shape with Varying σ2
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Standard Normal Distribution
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Standard Normal

The simplest form of the normal distribution is when µ = 0 and σ2 = 1:
X ∼ N(0, 1). This is called the standard normal distribution.

The PDF for the standard normal distribution is

f (x) = 1√
2π

exp
(
−1
2x2

)
, −∞ < x <∞

Here the PDF is simpler than the general form we saw earlier, where we
now have E (X ) = 0 and Var(X ) = 1.
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Standardizing a Normal R.V.

We can transform any normally distributed random variable (e.g.,
X ∼ N(µ, σ2)) in a standard normal variable (e.g., Z ∼ N(0, 1)):

Z = X − µ
σ

Because the standard normal distribution is utilized so frequently, its PDF
and CDF have special notation:

φ(z) is our standard normal PDF
Φ(z) is the standard normal CDF
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Φ(z) of Yesteryear
T-2 Tables

Probability

z

Table entry for z is
the area under the
standard Normal curve
to the left of z.

T A B L E A

Standard Normal probabilities

z .00 .01 .02 .03 .04 .05 .06 .07 .08 .09

−3.4 .0003 .0003 .0003 .0003 .0003 .0003 .0003 .0003 .0003 .0002
−3.3 .0005 .0005 .0005 .0004 .0004 .0004 .0004 .0004 .0004 .0003
−3.2 .0007 .0007 .0006 .0006 .0006 .0006 .0006 .0005 .0005 .0005
−3.1 .0010 .0009 .0009 .0009 .0008 .0008 .0008 .0008 .0007 .0007
−3.0 .0013 .0013 .0013 .0012 .0012 .0011 .0011 .0011 .0010 .0010
−2.9 .0019 .0018 .0018 .0017 .0016 .0016 .0015 .0015 .0014 .0014
−2.8 .0026 .0025 .0024 .0023 .0023 .0022 .0021 .0021 .0020 .0019
−2.7 .0035 .0034 .0033 .0032 .0031 .0030 .0029 .0028 .0027 .0026
−2.6 .0047 .0045 .0044 .0043 .0041 .0040 .0039 .0038 .0037 .0036
−2.5 .0062 .0060 .0059 .0057 .0055 .0054 .0052 .0051 .0049 .0048
−2.4 .0082 .0080 .0078 .0075 .0073 .0071 .0069 .0068 .0066 .0064
−2.3 .0107 .0104 .0102 .0099 .0096 .0094 .0091 .0089 .0087 .0084
−2.2 .0139 .0136 .0132 .0129 .0125 .0122 .0119 .0116 .0113 .0110
−2.1 .0179 .0174 .0170 .0166 .0162 .0158 .0154 .0150 .0146 .0143
−2.0 .0228 .0222 .0217 .0212 .0207 .0202 .0197 .0192 .0188 .0183
−1.9 .0287 .0281 .0274 .0268 .0262 .0256 .0250 .0244 .0239 .0233
−1.8 .0359 .0351 .0344 .0336 .0329 .0322 .0314 .0307 .0301 .0294
−1.7 .0446 .0436 .0427 .0418 .0409 .0401 .0392 .0384 .0375 .0367
−1.6 .0548 .0537 .0526 .0516 .0505 .0495 .0485 .0475 .0465 .0455
−1.5 .0668 .0655 .0643 .0630 .0618 .0606 .0594 .0582 .0571 .0559
−1.4 .0808 .0793 .0778 .0764 .0749 .0735 .0721 .0708 .0694 .0681
−1.3 .0968 .0951 .0934 .0918 .0901 .0885 .0869 .0853 .0838 .0823
−1.2 .1151 .1131 .1112 .1093 .1075 .1056 .1038 .1020 .1003 .0985
−1.1 .1357 .1335 .1314 .1292 .1271 .1251 .1230 .1210 .1190 .1170
−1.0 .1587 .1562 .1539 .1515 .1492 .1469 .1446 .1423 .1401 .1379
−0.9 .1841 .1814 .1788 .1762 .1736 .1711 .1685 .1660 .1635 .1611
−0.8 .2119 .2090 .2061 .2033 .2005 .1977 .1949 .1922 .1894 .1867
−0.7 .2420 .2389 .2358 .2327 .2296 .2266 .2236 .2206 .2177 .2148
−0.6 .2743 .2709 .2676 .2643 .2611 .2578 .2546 .2514 .2483 .2451
−0.5 .3085 .3050 .3015 .2981 .2946 .2912 .2877 .2843 .2810 .2776
−0.4 .3446 .3409 .3372 .3336 .3300 .3264 .3228 .3192 .3156 .3121
−0.3 .3821 .3783 .3745 .3707 .3669 .3632 .3594 .3557 .3520 .3483
−0.2 .4207 .4168 .4129 .4090 .4052 .4013 .3974 .3936 .3897 .3859
−0.1 .4602 .4562 .4522 .4483 .4443 .4404 .4364 .4325 .4286 .4247
−0.0 .5000 .4960 .4920 .4880 .4840 .4801 .4761 .4721 .4681 .4641
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Φ(z) (and more) of Today
Fortunately, we don’t have to only rely on tables today. In R we can
calculate the PDF (φ(z)) with dnorm(), CDF (Φ(z)) with pnorm(), or the
value z is for a given area under the curve (AUC) with qnorm():

z <- -2.58
dnorm(z) #PDF

## [1] 0.01430511

pnorm(z) #CDF

## [1] 0.004940016

qnorm(0.004940016) #quantile (i.e., z-score for a given AUC)

## [1] -2.58

BIOS 6611 (CU Anschutz) The Normal Distribution Week 3 15 / 22



Standard Normal PDF
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Population Moments and Describing
Distributions
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Population Moments

So far we have discussed location and variability of distributions, but we can
also describe the skewness and kurtosis of the population (or a sample
also).

E (X ) = µ and E (X 2) are population moments about zero.

E [(X − µ)] = 0 and E [(X − µ)2] = σ2 are population moments about µ
(these are also called central moments).

From the central moments we can represent the standardized moments by
dividing the kth standard deviation:

E[(X−µ)3]
σ3 represents the skewness

E[(X−µ)4]
σ4 represents the kurtosis

BIOS 6611 (CU Anschutz) The Normal Distribution Week 3 18 / 22



Skewness
Skewness describes the
symmetry of the distribution.

The 3rd central moment
of the data, like the 1st,
will balance out from left
to right if the data are
symmetric.
With normally distributed
data, we expect skewness
to be 0 (i.e., balanced).
If skewness is >0:
positive skew; skewed to
the right; more common
If skewness is <0:
negative skew; skewed to
the left

Skewness > 0
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Kurtosis

Kurtosis describes the “tailedness” of the probability distribution. Often we
are interested in the excess kurtosis, which is Kurt[X] - 3.

Excess Kurtosis = 0, tails just like a
normal distribution (mesokurtic);
such as the normal distribution and
binomial when p = 1

2 ±
√

1
12

Excess Kurtosis > 0, heavier/fatter
tails than a normal distribution
(leptokurtic); such as Student’s t,
exponential, and Poisson
distributions
Excess Kurtosis < 0, lighter/thinner
tails than a normal distribution
(platykurtic); such as uniform and
Bernoulli distributions
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The More You Know (FYI)
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Alternative Parameterization of the PDF

Some people prefer specifying the scale of then normal distribution in terms
of its precision instead of the variance

The precision is the reciprocal of the variance: τ = 1
σ2

The PDF in this parameterization is

f (x) =
√
τ

2π exp
(
−τ(x − µ)2

2

)
, −∞ < x <∞

One of the more common places you will see this parameterization is with
Bayesian statistics
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